Statistical Models from Data

In any given problem where linear regression is applicable, multiple anal-
ysis steps are often necessary to obtain robust model that yields accurate and
effective results [1]. The objective of this paper is to introduce and describe
some of the basic steps that are required when a robust model is sought after.

In a regression problem the first step is to identify and understand a set
of variables that contain the observed information or data that form each
variable [1]. Suppose the variable names are Li, Lo, ..., L,, and the data are
X1, Xo, ..., X, which are columns of numerical data, for now, each containing
n records. Of these variables, our first goal is to identify which X} we wish
to explore where k£ € ¢ = 1,2,...,n. In a linear regression problem, after
X}, has been identified, the set Xi, Xs, ..., X, becomes X1, X,, ..., X,,_; for
j=12,...,n—1and k € j which are often called predictors or indepen-
dent/explanatory variables and the response/dependent variable of the data
set where it is common to write Y = X [1, 3, 4]. In other words, linear
regression analysis can show how Xy, Xs, ..., X,,_; influences the behavior or
causes Y to change or vary as the set of explanatory variables take on differ-
ent values [3]. In the case where we choose to“explain” the value of Y with
only one independent variable X; a linear model is

Y:BO—FﬁlXJ’—FE (1)

. Or if we want to explain Y with multiple independent variables, the linear
model is

Y =80+ 51 Xo+ o Xo+ ...+ B X, +¢€ (2)

where (1) is a population simple linear regression model, (2) is a population
multiple linear regression model, € is a statistical error, and t < n—1 given the

response variable appears to depend linearly on the independent variable(s)
11, 4, 5].

It is easier to understand the statistical error in terms of the population
simple linear regression model. The statistical error term in (1) is required
because these lines generally do not pass through every pair of bivariate data



which is the set of ordered pairs contained in (X;,Y) for £ = 1,2,....m
records in the data set [1]. Furthermore, all of the s and € in (1) and (2)
are unknown parameters and must be estimated from the data contained in
the independent and dependent variables with k£ = 1,2, ..., m records in the
data set [1]. In (1) the statistical error for record k is

€ = Yx — Bo — b1k, (3)
and the statistical error in (2) is

€k =Yk — Bo — b1 — BoXpo — ... — BeTps (4)

1, 4, 5.

In either case of (1) and (2), estimations of the model parameters are
often obtained by minimizing a quantity called the sum of squared residuals
or residual sum of squares which writes as

Y@= gk — o — frany)’ (5)
k=1 k=1
and
S = Uk — Bo— Biwrg — Potna — o — Bitgy)’ (6)
k=1 k=1

2, 4, 5]. It turns out that the function (5) is minimized when
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(7)

Bo = y— 517 (8)

where z and y are the sample means of X and Y repectively [1,2,5]. On the
other hand, the estimators ,80, 61, s @ are found by utilizing matrix algebra
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